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We here present a substantially improved version of the popular Back-to-Back (BaBa) homonuclear dou-
ble-quantum (DQ) MAS recoupling pulse sequence. By combining the original pulse sequence with a vir-
tual p pulse train with xy-16 phase cycling along with time-reversed DQ reconversion, a truly broadband
and exceptionally robust pulse sequence is obtained. The sequence has moderate radio-frequency power
requirements, amounting to only one 360� nutation per rotor cycle, it is robust with respect to rf power
and tune-up errors, and its broadband performance increases with increasing spinning frequency, here
tested up to 63 kHz. The experiment can be applied to many spin-1/2 nuclei in rigid solids with substan-
tial frequency offsets and CSAs, which is demonstrated on the example of 31P NMR of a magnesium ultra-
phosphate, comparing experimental data with multi-spin simulations, and we also show simulations
addressing the performance in 13C NMR of bio(macro)molecules. 1H-based studies of polymer dynamics
are highlighted for the example of a rigid solid with strongly anisotropic mobility, represented by a poly-
mer inclusion compound, and for the example of soft materials with weak residual dipole–dipole cou-
plings, represented by homogeneous and inhomogeneous elastomers. We advocate the use of
normalized (relaxation-corrected) DQ build-up curves for a quantitative assessment of weak average
dipole–dipole couplings and even distributions thereof.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

The precise measurement of dipole–dipole coupling constants
(DCCs) between NMR-active nuclei is still one of the major goals
in modern solid-state NMR method development. Dipole–dipole
couplings precisely reflect internuclear distances as well as
dynamics on time scales of the inverse coupling constant and fas-
ter. In the domain of fast averaging, a potential anisotropy of the
motion is directly reflected by the reduced (residual) dipolar cou-
pling constant (RDCC). We here address the determination (or at
least estimation) of homonuclear dipole–dipole couplings under
high-resolution magic-angle spinning (MAS) conditions, for which
a large variety of recoupling pulse sequences have been developed.
We focus on pulse sequences that excite double-quantum (DQ)
coherences, since these naturally reflect the DCCs between the
spins involved in terms of well-quantifiable DQ build-up data,
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taken as a function of pulse sequence (recoupling) time. They fur-
ther allow for the acquisition of 2D correlation spectra that are free
of the often dominant spectral diagonal that is present in conven-
tional 2D single-quantum (SQ) exchange-type spectra [1]. All sig-
nals from uncoupled spins reside in this diagonal and often
deteriorate the resolution, a complication easily avoided in DQ–
SQ correlation spectra.

Starting with the ‘‘dipolar recoupling at the magic angle’’ (DRA-
MA) experiment by Tycko [2] as one of the earliest DQ MAS pulse
sequences published two decades ago, many improvements to-
wards robustness and broadband excitation have been reported
in the years that followed [3]. Levitt’s symmetry theory [4,5] pro-
vided a rational basis for pulse sequence design that led to many
powerful pulse sequences, of which C7 [6], and in particular its bet-
ter compensated (permutationally offset stabilized) companion
POST-C7 [7], henceforth referred to as pC7, are among the best-
known and often-used examples.

One major challenge that has been addressed in recent years is
the use of higher MAS frequencies, where dipolar recoupling dur-
ing finite p pulses [8], termed finite-pulse radio-frequency driven
recoupling (fpRFDR) proved applicable at 20 kHz and beyond, and
can also be combined with DQ excitation by adding properly
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spaced 90� pulses [9]. DQ MAS spectroscopy based on fpRFDR
proved applicable at the highest MAS frequencies available to
date (�70 kHz), and was recently compared with other pulse se-
quences [10–12], including a promising new variant termed
SPIP (sandwiched pi pulse scheme). Applying such modern pulse
sequences to challenging systems with large offsets and CSAs,
such as 31P or 19F, DQ efficiencies of up to 0.35 (as compared to
the total SQ signal) have been reported [11–13]. Another line of
new developments concerns pulse sequences with low power
requirements and simpler average spin Hamiltonians (isotropic
mixing), which can be obtained by numerical optimization
schemes [14,15]. A final, yet unsolved quantum-mechanical chal-
lenge is the difficulty in measuring weak pair couplings in the
presence of stronger ones, referred to as dipolar truncation. The
phenomenon was studied by theory and simulations [16], and
can so far only be circumvented by suitable isotope labelling
schemes.

In this contribution, we come back to one of the earliest shift-
compensated DQ recoupling sequences, namely Back-to-Back
(BaBa) published by Feike et al. [17]. Recognized for its utter
simplicity, consisting of 4 90� pulses per rotor period (sR), BaBa
is clearly one of the most popular DQ pulse sequences, and has
mainly been used in 1H DQ fast-MAS spectroscopy with 25 kHz
spinning or above [18,19]. As per its symmetry properties, BaBa
is closely related to DRAMA, and was developed in addressing
the missing shift compensation of the latter. Even though
BaBa was experimentally introduced in its application to 31P
with large CSA for the elucidation of coupling networks in
phosphates [20], its ‘‘broadband’’ version was explicitly ad-
dressed for its comparably poor performance at large offsets or
CSA [11,12].

We here remedy this shortcoming by introducing a truly
broadband BaBa variant based on rational design principles. A
similar approach was recently published for the DRAMA experi-
ment [21], yet at the expense of introducing additional finite-
length p pulses, thus complicating the tune-up and not reaching
offset compensation in excess of a few kHz. Our approach consists
in adding virtual p pulses, simply leading to changes in the pulse
phases, as already done for the first compensation efforts for BaBa
[17]. Our variant essentially arises from a combination with the
xy-16 supercycle developed for long p pulse trains [22], thus
the name BaBa-xy16.

In taking advantage of the improved long-time performance of
BaBa-xy16, we advocate the use of point-by-point normalized
(relaxation-corrected) DQ build-up curves as a reliable way to
measure (R)DCCs. While constant-time approaches [8,23] also
have the feature of being free of relaxation effects, taking DQ
build-up and suitable reference data for use in point-by-point
normalization has the additional benefit that the magnitude of
‘‘relaxation’’, i.e., coherence decay arising from pulse sequence
imperfections, higher-order Hamiltonian contributions, or actual
intermediate motions, can be quantified directly. Further, the
fraction of spins involved in the coupling network can be quanti-
fied exactly, since intensities are directly referenced to the total
signal of the sample, where a fraction of nuclei may not be cou-
pled. This prevents the undesirable effect of addressing not prop-
erly quantified and potentially non-representative sub-ensembles
in complex inhomogeneous materials. Further, we will demon-
strate the possibility to extract not only average (R)DCCs, but also
distributions in inhomogeneous systems by analysis of the shape
of normalized DQ (nDQ) build-up curves. According to our expe-
rience, the shape of constant-time modulation curves proved
much less sensitive to distribution effects than the shape of
nDQ build-up curves. For the case of a homogeneous multi-spin
system, the latter can be described by a generic empirical
function.
2. Experimental

2.1. Samples

The performance of the experiment for the case of large CSAs
and comparably weak 31P–31P dipole–dipole couplings is demon-
strated on magnesium ultraphosphate MgP4O11. In order to reduce
its excessively long T1, the sample was doped with a small amount
of Co2+ located at the Mg site by addition of a corresponding salt
during synthesis; it was the same sample as studied by Feike
et al. [17]. An inclusion compound of poly(dimethysiloxane),
PDMS, of 2.6 kg/mol molecular weight in long channel-like cavities
formed by stacked c-cyclodextrin rings was the same one as inves-
tigated earlier [24], and serves as an example for the determination
of comparably strong yet motionally averaged 1H–1H dipole–di-
pole couplings.

Weak but well-defined 1H–1H dipole–dipole couplings are pres-
ent in long-chain entangled polymer melts, and in permanently
cross-linked elastomers (rubbers), as a result of locally anisotropic
chain motion, as arising from topological constraints [25]. We
demonstrate the use of DQ NMR in the area of soft materials on
the example of a natural rubber (NR) sample, vulcanized with a
conventional cure system containing by weight 3.1 parts sulfur
per 100 parts rubber. Details on the sample are published in Ref.
[26]. Conventionally vulcanized NR is generally a very homoge-
neous material, characterized by a well-defined RDCC and a
narrow distribution. A more challenging case with an inhomoge-
neous distribution of RDCCs is represented by a poly(methyl acry-
late) (PMA) model network, prepared by cross-linking of 4-arm
star precursor polymers made by ATRP polymerization [27–30],
with a molecular weight of 13.3 kg/mol (37 monomers per arm).
The arm ends were functionalized by azide groups and connected
via ‘‘click’’-reaction with a propargyl ether as difunctional cross-
link in 6.5 molar solution in DMF (corresponding to a volume
swelling degree of 4.35). After cross-linking, the gel was dried
and re-swollen to a volume swelling degree of 1.5 in THF-d8 and
flame-sealed in a small glass tube fitting a 4 mm MAS rotor, in or-
der to prevent evaporation and enable sample temperatures above
the boiling point of THF. Solvent swelling is necessary in this case
in order to decrease the glass transition temperature of PMA, since
DQ NMR on networks needs to be carried out far above Tg in order
to ensure fast-limit averaging conditions over all possible network
chain conformations between the cross-linking points [25,26].
2.2. NMR experiments

NMR experiments were carried out on a Bruker Avance III wide-
bore 400 MHz spectrometer equipped with a 4 mm double-
resonance MAS probe, and on a Bruker Avance III standard-bore
600 MHz instrument equipped with 2.5 mm and 1.3 mm double-
resonance MAS probes providing spinning frequencies of up to
30 and 63 kHz, respectively. 1H chemical shifts for the elastomer
studies at 400 MHz were referenced to the known resonances of
NR [31], 31P shifts were set to the known shifts of MgP4O11 [17],
and 1H shifts under fast-MAS conditions at 600 MHz were exter-
nally referenced to alanine. The elastomers at 400 MHz were stud-
ied at elevated temperature using a Bruker BVT 3000 system based
on heated air, and the reported actual sample temperatures are
based on a suitable calibration. No temperature control was used
for the fast-MAS experiments, which means that sample tempera-
tures were about 45 and 70 �C at 30 and 60 kHz spinning, respec-
tively. Unless noted otherwise, the 90� pulse lengths for the given
nuclei were typically set to 3, 1.6 and 1.3 ls on the 4, 2.5 and
1.3 mm MAS probes, respectively. The NR sample was also (re)-
measured with a static DQ pulse sequence [32,33] on a 20 MHz
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Bruker minispec following previously published procedures
[25,26].

2.3. Spin dynamics simulations

Spin dynamics simulations of the 31P NMR response of MgP4O11,
considering the full BaBa sequence with finite pulses including all
explicit pulse phases and the full double-quantum and reference
selection phase cycles were carried out using the SPINEVOLUTION
software [34]. The simulations were based on the known crystal
structure of MgP4O11 [35] and the published chemical-shift aniso-
tropies of the 31P resonances [17,36]. Recent ab-initio calculations
indicate that the orientations of the CSA principal components lie
along the chemically intuitive symmetry directions with only small
deviations of a few degrees [36,37]. Overall, we found that the sim-
ulation results were only weakly dependent on the CSA
orientations.

3. Theory and pulse sequence design

DQ, or more generally multiple-quantum (MQ) NMR addressing
all even quantum orders in multi-spin systems [38], is most effi-
ciently done with a pulse sequence producing a pure DQ average
Hamiltonian,

bHDQ ¼
Xall spins

j<i

bij bT ij
2;2 þ bT ij

2;�2

n o
¼

Xall spins

j<i

bij bHij
xx � bHij

yy

n o
: ð1Þ

Restricting the formalism for the moment to an isolated spin pair,
the prefactor b for static MQ NMR using the pulse sequence of Baum
and Pines [32,33] reads

bstat ¼ D P2ðcos hÞ; ð2Þ

where D is the DCC in rad/s (2p s�1), and h is the polar angle denot-
ing the pair vector orientation with respect to B0. For the BaBa DQ
MAS recoupling sequence [17] we have

bBaBa ¼
3

p
ffiffiffi
2
p

� �
D sin 2b sin c ð3Þ

where b and c are the Euler angles locating the spin pair vector in
the rotor frame. We note that the BaBa Hamiltonian and thus the
final signal function has the same dependence on the orientation
angles as REDOR, the probably most famous heteronuclear recou-
pling method [39]. This is not a coincidence, as both sequences
are ultimately based on an inversion of the spin Hamiltonian under
MAS during every other half rotor period.

In a pulse sequence consisting of excitation and reconversion
periods of equal length sDQ followed by a read-out pulse, the com-
mon 4-step DQ selection phase cycle [1] consisting of the rotation
of the excitation or reconversion base phase in 90� steps and an
alternation of the receiver between ±180� yields the powder-aver-
aged signal

IDQ ¼ hsin2 /i; ð4Þ

for which we define a dipolar phase factor / ¼
R sDQ

0 bðtÞd t Note
that even when b(t) is defined as a prefactor characterizing a
MAS-period-averaged Hamiltonian, it may be time-dependent
due to molecular motion on longer time scales. In samples without
mobility, / = bsDQ. Without receiver alternation, one obtains a ref-
erence signal

Iref ¼ hcos2 /i ð5Þ

which for the case of a spin pair corresponds to modulated longitu-
dinal magnetization (quantum order 0). Obviously, both functions
approach a relative signal level of 0.5 in the long-time limit, adding
up to the complete initial magnetization. A suitable signal function
which shows no time modulation due to dipolar couplings and
which can be used for a point-by-point normalization correcting
for true motion-related relaxation effects, pulse sequence imperfec-
tions, or higher-order dephasing terms, is the sum function

IRMQ ¼ IDQ þ Iref ¼ hsin2 /i þ hcos2 /i: ð6Þ

Note that except in the fast-motion limit (rate constant k� D�1),
the decay of IRMQ due to intermediate motions or higher-order
dephasing is never exponential. Good fits to experimental data are
often obtained using a stretched or compressed exponential func-
tion, exp � 2sDQ=T�2

� �bn o
with b ranging from �0.5 to 2.

The normalized DQ (nDQ) build-up function is then

InDQ ¼ IDQ=ðIRMQ � tailsÞ; ð7Þ

where one may have to subtract the contribution of uncoupled
spins that usually contribute a slowly relaxing, often exponential
signal tail in Iref and thus in IRMQ (see Fig. 9 below for an example).
After normalization, the InDQ function thus approaches the relative
intensity of 0.5 in the long-time limit. This still holds for multi-spin
systems, where the DQ Hamiltonian excites all even quantum or-
ders. These are equally shared among the IDQ and Iref signal func-
tions, which given the 4-step selection phase cycle contain all
4n + 2 and 4n coherence orders, respectively. IRMQ is thus formally
a perfect multi-spin dipolar echo function as long as unwanted
odd-order coherences are not excited. In few-spin systems the
intensity plateau can differ, e.g., it is 1/3 for the case of 1H DQ spec-
troscopy on an isolated methyl group [33]. In the multi-spin case, if
all species have very close resonance frequencies (or when the spin-
ning rate is high enough to refocus shift differences on a sufficiently
short timescale), the apparent dipolar coupling is a second-mo-
ment-type quantity

Dapp ¼
Xall spins

j<i

D2
ij

 !1=2

: ð8Þ

Previous spin-counting experiments and multi-spin simulations
have shown that the initial build-up of InDQ is always dominated by
DQ coherences, meaning that a well-defined Dapp can be obtained
by fitting the initial rise.

The validity of Eq. (8) deserves a few comments. It is well-appli-
cable in systems with a spatially homogeneous distribution of
spins, such as dense protons in organic solids [18] or the phosphate
network structure discussed below. It should still work well in sys-
tems with a large dominant pair interaction and weaker secondary
couplings, where of course only the dominant coupling is accessi-
ble and reflected in Dapp. The approximation is expected to break
down in case of a rather isolated spin that is coupled to many other
spins that are themselves coupled strongly among each other.
Then, the dipolar truncation effect [16] would complicate the spin
dynamics and lead to an underestimated Dapp. Additionally, in a
spin system with weak couplings and large shift differences (or
large CSAs and non-colinear tensor orientations), second-averaging
introduces the well-known factor of 2/3 for the coupling constants
(heteronuclear limit). It should, however, be noted that for moder-
ate shift differences, this effect can be partially compensated by
sufficiently fast shift refocussing, as provided by faster spinning
with the given chemical-shift compensated pulse sequence.

A simple fitting function for InDQ(sDQ) can be obtained via a sec-
ond-moment approximation [25,40,41]. Neglecting intensity
relaxation,

InDQ � hsin2 /i � 1
2

1� e�2h/2i
n o

: ð9Þ

Now, the powder averaging is to be performed over the square
phase factor, which is a straightforward exercise, yielding
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Fig. 2. BaBa pulse sequences as described in the text. (a) BaBa basic cycle, (b)
‘‘broadband’’ BaBa [17], and (c) BaBa-xy16. In (d), the full DQ experiment is shown,
consisting of preparation (phase-cycle controlled spin-temperature inversion based
on composite pulses), DQ excitation with base phase uDQ, DQ reconversion, and
read-out. All black bars denote 90� pulses.
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h/2istat ¼ D2s2
DQ

1
2

Z p

0
P2ðcos hÞ2 sin hdh ¼ 1

5
D2s2

DQ ð10Þ

for the static case [25,33] and

h/2iBaBa ¼
9

2p2 D2s2
DQ

1
4p

Z 2p

0

Z p

0
sin2 2b sin2 c sin bdbdc

¼ 9
2p2 D2s2

DQ
4

15
¼ 6

5p2 D2s2
DQ ð11Þ

for BaBa, where of course sDQ can only be incremented in full rotor
periods NsR. In Fig. 1 the approximations are compared to the
powder-averaged signal functions. Obviously, Eq. (9) is a good
approximation up to InDQ � 0.3, and it provides even better fits in
multi-spin systems [25,33]. Comparing Eqs. (10) and (11), we see
that the DQ build-up under BaBa is only slightly (by a factor offfiffiffiffiffiffiffiffiffiffiffi

6=p2
p

¼ 0:78) less efficient than in the static case.
Concluding this part, we stress that it is the removal of intensity

relaxation effects by point-by-point normalization with IRMQ

which establishes an absolute intensity scale and opens the possi-
bility to use Eq. (9) to determine the dominant, or (in a homoge-
neous multi-spin system) apparent average coupling constant
associated with a given nucleus by a simple fit to the initial rise.
This represents a true advantage over the analysis of the oscilla-
tions at longer times, as these are, first, much more sensitive to
the unknown spin system topology (deviations from the spin-pair
scenario), and are, second, measured less accurately due to the
overall intensity relaxation.

We note that the dominating factors for the overall signal decay
reflected in IRMQ are in most cases experimental imperfections and
deleterious higher-order contributions in the average Hamiltonian,
which become important if the spin interactions (dipole–dipole
couplings and CSA) are on the order of or larger than the inverse
cycle time (�xR). In contrast, when the interactions are small,
the decay of IRMQ (and also the long-time decay of IDQ) reflects true
transverse relaxation (T2) effects due to motions on the timescale
of D�1. This limit is realized in mobile soft materials with aniso-
tropic mobility (polymers, liquid crystals), which are characterized
by rather weak 1H RDCCs on the order of a few hundred Hz or less.
In this case, second-moment (Anderson–Weiss) based theory [40]
can be used to describe the decay functions quantitatively in terms
of realistic dynamic models for chains in elastomers [25,42] or
entangled polymer melts [43]. Such fully quantitative studies on
static samples can further be performed on simple low-field equip-
ment. In the Results section, we will show experimental compari-
sons between DQ excitation curves taken on static samples and
under MAS, using BaBa and pC7.
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Fig. 1. Comparison of the powder-averaged signal functions, Eq. (4), with the
second-moment approximations, Eq. (9), using in each case the pulse-sequence
specific phase factors / = bsDQ. Note the normalized x-axis.
We now address the proper shift/offset compensation of the
BaBa sequence, which was already addressed by Feike et al. [17].
The basic BaBa cycle is depicted in Fig. 2a. In Fig. 2b the then-rec-
ommended and most popular ‘‘broadband’’ BaBa is shown, which
consists of a supercycle of 4sR length. Some of the pulse phases
are inverted, based on the concept of virtual 180� pulses located
between the pulse pairs flanking the 0.5sR free-evolution intervals.
For instance, 90�x90��y corresponds to 90��x 180�x180�y

� �
90�y. The vir-

tual p pulses are shown in brackets below the sequence. The se-
quence in Fig. 2b removes offset and chemical-shift effects to
first order, yet Feike et al. did not give any motivation for the place-
ment of the compensating p pulses.

A more rational design attempt is to include the well-known xy-
16 phase cycling that was developed for improving the long-time
performance of p pulse trains [22], and which is successfully ap-
plied in REDOR experiments to measure weak heteronuclear di-
pole–dipole couplings. Our BaBa-xy16 variant is shown in Fig. 2c.
The shown 4sR cycle includes a virtual p pulse train with xyxyyxyx
phases, which corresponds to xy-8 [22]. For xy-16, this sequence is
repeated in inverted form. Noting that 90��x ¼ 90�x 180�x

� �
¼

90�x 180��x

� �
, meaning that the virtual-pulse concept does not dis-

tinguish the p pulse sign, we repeat the whole BaBa-xy8 block in
phase-inverted form to obtain the full 8sR cycle consisting of 32
90� pulses.

Our aim was to develop a sequence that would provide DQ
build-up points in as-small-as-possible increments, best in steps
of 1sR. The most robust implementation is shown in Fig. 2d, which
indicates that the best way is to implement the DQ reconversion
period in a fully time-reversed (backwards) fashion. When one
8sR cycle is not completed during excitation, the reconversion
starts with the incomplete NsR cycle applied backwards. The pulse
numbering and the brackets in Fig. 2d emphasize this point. Note
that the full DQ experiment includes a preparation step, which is
a phase-cycle controlled spin temperature inversion, which dou-
bles the overall phase cycle. This is necessary for samples (such
as polymer melts or elastomers), where a rather short T1 reaches
the timescale of the DQ recoupling. Then, additional z magnetiza-
tion builds up during 2sDQ, which ends up as additional intensity
in the reference signal Iref at long times, preventing proper normal-
ization and, if necessary, tail subtraction. The complete phase cycle



208 K. Saalwächter et al. / Journal of Magnetic Resonance 212 (2011) 204–215
thus has 32 steps (4 for DQ/ref filtering � 4 for CYCLOPS � 2 for
inversion). The z filter periods are usually chosen to be 1 ms.

4. Results and discussion

In the following, we demonstrate the performance of BaBa-xy16
on a well studied phosphate sample with small 31P–31P DCC and
rather large CSA, employing fast and ultra-fast MAS with frequen-
cies of 30 and 60 kHz, respectively. The experimental findings are
compared with detailed spin dynamics simulations, which are also
performed for the biologically relevant case of a 13C–13C spin pair
in a peptide. 1H DQ MAS NMR applications are then presented
for a rigid solid with internal mobility, and soft, mobile elastomers
with weak RDCCs. In the latter case, we discuss the issue of
(dynamic) inhomogeneity, which can be assessed by fitting InDQ

build-up curves assuming a DCC distribution.

4.1. Pulse sequence performance for weak couplings and large CSA

Magnesium ultraphosphate, MgP4O11, has a sheet-like struc-
ture with phosphate tetrahedra that are edge-connected to 2
0 –50 –100 mpp05

“broadband” BaBa

BaBa-xy16, DQ

BaBa-xy16, ref(impurity)

Q2 Q3
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Fig. 3. 31P MAS spectra of MgP4O11 at (a and b) 30 and (c and d) 60 kHz MAS, at a
fixed sDQ of 0.533 ms (16 or 32sR, respectively) using BaBa-xy16. (a) Reference and
DQ-filtered (DQF) spectra, the latter being compared with ‘‘broadband’’ BaBa. (b and
c) DQF spectra as a function of resonance offset at 30 and 60 kHz MAS, respectively.
(d) DQF spectra as function of pulse length at fixed rf power, with 1.3 ls
corresponding to a 90� flip angle.
(Q2) or 3 (Q3) neighboring tetrahedra via oxygen links (see inset
of Fig. 6 below). It has 4 crystallographic sites, characterized by
rather large CSA with anisotropy values of about 145 ppm (Q3)
and 173 ppm (Q2). At 600 MHz 1H Larmor frequency, which is
about 243 MHz for 31P, this corresponds to dCSA/2p = 35–42 kHz
(the span of the static tensor being 1.5 times larger). With about
2.9 Å distance at closest approach, the 31P–31P DCCs are about
800 Hz.

Fig. 3a shows reference and DQ-filtered (DQF) spectra, the latter
being compared with the original ‘‘broadband’’ BaBa, which exhib-
its a roughly 3–4 times reduced efficiency under the given condi-
tions. As an example for the intensity normalization approach,
one may just compare the reference and DQF spectra, the latter
carrying about half the intensity. The sum of both spectra repre-
sents the remaining sample signal after the given sDQ. From these
numbers, we estimate an nDQ intensity of about 30%.

Fig. 3b and c demonstrate the broadband behavior, with offsets
of 10 and 20 kHz being easily tolerated at 30 and 60 kHz MAS,
respectively. Obviously, faster spinning, being accompanied by
shift refocussing on a shorter timescale due to the decreased cycle
length, improves the performance of the sequence. Finally in
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Fig. 3d, it is shown that even under severely de-tuned conditions,
with the flip angle deviating from 90� by up to 30%, the sequence
retains its good performance. The similarly favorable dependence
on the duty cycle, i.e., the fraction of the rotor period covered by
rf irradiation, will be addressed below.

Corresponding IDQ and IRMQ intensity functions, set to a scale
where 1.0 corresponds to the full sample magnetization after a
90� pulse, are plotted in Fig. 4. While the old BaBa has as its only
positive feature a rather smooth IRMQ decay, the DQ excitation effi-
ciency of BaBa-xy16 is again seen to be much more efficient, in par-
ticular under ultra-fast MAS conditions where CSA effects are
better averaged out. The plots only show excitation times in 4sR

multiples, and we merely note that the intensity is even more com-
promised for shorter increments. Perfect compensation is only
achieved for the full 8sR cycle. However, the decreased intensity
at (8n + 4)sR multiples is always reflected in both datasets. Normal-
ized InDQ build-up data calculated from that data are shown in
Fig. 5, where it is seen that the dips in intensity at incomplete cy-
cles are normalized away, leading to rather smooth nDQ build-up
data.

Here, we now notice that the data never quite reach the ex-
pected intensity plateau of 0.5, indicating still substantial CSA ef-
fects on the build-up. Nevertheless, fits based on the second-
moment approximation, Eq. (9) are easily possible, and it is seen
Table 1
31P NMR signals, associated crystallographic sites (see inset of Fig. 6) according to Ref. [36],
predictions based on the crystal structure, taking into account all 31P spins within 5 Å of

Signal Shift (ppm) Site Conn

A �38.7 P1 Q2

B �43.7 P4 Q2

C �46.1 P2 Q3

D �51.7 P3 Q3
that the apparent DCCs increase at the faster MAS frequency, indi-
cating better CSA compensation. The fitting results are compared
in Table 1 with second-moment predictions based upon the crystal
structure (see inset of Fig. 6) , taking into account all 31P spins
within 5 Å of the given site. Note that the given numbers have been
multiplied by 2/3. This factor arises naturally for the homonuclear
DCC between nuclei whose chemical-shift difference is larger than
the DCC. This corresponds to the weak coupling limit, analogous to
heteronuclear dipole–dipole couplings. Under the given circum-
stances (tens of kHz CSA), this is realistic, since as soon as the
CSA tensors of two given nuclei are not exactly colinear, their effec-
tive shift difference is substantial for all possible orientations of the
spin pair. This holds as long as the shift refocussing afforded by the
pulse sequence (�xR) is not much faster than the shift frequency
difference. The measured values are consistently about 90–95% of
apparent DCC extracted from the build-up curves at 60 kHz MAS, and second-moment
the given site.

ectivity Dapp/2p (Hz) 2
3

P
D2

ij

� �1=2
=2p (Hz)

810 893
735 800
920 980
890 920
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the expected values, and the differences between the different sites
are more significant than this margin. Thus, our results, obtained
on a purely experimental basis of DCCs, confirm the recent assign-
ment [36] that was based on ab-initio calculations of the CSA
tensors.

Results of corresponding spin dynamics simulations performed
for 600 MHz 1H Larmor frequency are shown in Fig. 6. The simula-
tion results were also fitted to the second-moment-based build-up
function, where it is seen that the order of the DCCs associated
with the different sites is again in perfect agreement with the
known assignment. While the DCC results for 30 kHz MAS are low-
er than the experimental ones, which is easily explained by the fi-
nite number of simulated spins and the correspondingly lower
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performance of the pulse sequence. (b) Only severe rf mis-tuning, here simulated for co
efficiency of the sequence. (c) BABA-xy16 is well compensated for resonance offsets up to
with increasing MAS frequency due to the shorter refocusing cycles.
average DCC, the 60 kHz results are larger and also the build-up
curves appear irregular in that they exhibit more pronounced oscil-
lations and higher nDQ intensities than expected for a spin pair
(see Fig. 1). We leave a clarification of this phenomenon for future
work, and tentatively attribute it to a finite spin system size effect.
Similar features have also been observed in simulated 1H nDQ
build-up data for some specific spin configurations [44]. Overall,
the agreement between experimental, simulated, and expected
(second-moment DCC estimates) within 20% is gratifying.

The observations and conclusions concerning the robustness of
the sequence and the residual CSA effects addressed above are also
fully supported by the corresponding spin dynamics simulations
shown in Fig. 7. As to the pulse-length and MAS frequency
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dependence in (a), it is noted that the performance with high rf
power or fast spinning alone is not as good as a combination of
both. The rather weak effect of mis-tuning on the nDQ build-up
is highlighted in (b), where it is seen that deviations towards high-
er power (flip angles exceeding 90�) are more tolerable. This sug-
gests that for cases of large rf inhomogeneity (full rotors), the
best overall flip angle setting is on the order of 100�. The results
for the offset dependence shown in (c) are again in good agreement
with the corresponding experimental observations in Fig. 3b and c,
and demonstrate that large offsets lead to lower apparent DCCs.
Even the slight intensity increase at moderate offsets is repro-
duced. This effect suggests that for large CSA, the best overall DQ
efficiency is reached for offset settings closer to the maximum of
the corresponding static CSA tensor spectrum rather than the iso-
tropic shift value.

Finally, in order to highlight the potential use of the experiment
in biomolecular structure determination, we show in Fig. 8 simula-
tions of the DQ intensity close to the maximum of the build-up
curve for the typical case of two amide CO carbons with typical
CSA parameters at a distance of 3.3 Å, as found for the closest ap-
proach of two amino acids in a-helical conformation. We again ad-
dress the robustness of the technique with respect to (a) flip angle
deviations and (b) resonance offset, both at different spinning fre-
quencies and static field strengths, the latter determining the CSA
effect. We again see that the sequence is exceptionally robust with
respect to flip angle deviations in particular at lower B0 fields (low-
er CSA), but even at the highest field of 800 MHz, deviations on the
order of 10% are easily tolerated. This again means that it is not
necessary to restrict the sample to the center of the rotor for better
rf (B1) homogeneity. The data (b) is also consistent with the previ-
ous observations in that the offset performance improves with fas-
ter spinning, and we now also see the magnitude of the CSA does
not have a large effect in this case.
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4.2. Application to strongly coupled 1H systems with mobility

As a case of rather strong yet motionally averaged 1H–1H dipo-
lar couplings, we present data for a PDMS@c-cyclodextrin inclu-
sion compound. In the cylindrically confined environment
provided by the cyclodextrin rings, the highly mobile PDMS chain
essentially performs fast (	100 kHz) uniaxial rotational motions
(or a sequence of conformational jumps). In our previous work,
which was limited to 30 kHz spinning [24], the intra-CH3 RDCCs
associated with the PDMS resonance were estimated from spin-
ning sidebands using the old BaBa version, and also a heteronu-
clear variant addressing the 13C–1H coupling.

The use of BaBa-xy16 at ultra-fast MAS has several advantages.
First, the improved spectral resolution of the 2D spectrum in Fig. 9a
allows us to conclude that the residual solvent impurity is in fact
also confined to the channel structure, as indicated by the corre-
sponding cross-peak. Further, the cross-peak of the PDMS reso-
nance with the host is now well separated and can be integrated
and the signal contribution thus quantified (see below). Finally,
the improved recoupling time resolution (2sR increments proved
feasible) allows for a quantitative analysis of the DQ intensity
build-up, see Fig. 9b. As a first step, the RMQ decay data, to be used
for normalization, shows a long-time exponential tail of about 9%
amplitude, which is most likely associated with a corresponding
amount of non-included, isotropically mobile PDMS chains. This
contribution is thus easily quantified and subtracted.
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From the fit to Eq. (9) with only the first 3 points of the resulting
nDQ build-up curve, a residual DCC of about 6.5 kHz is easily ob-
tained. Given a motionally averaged RDCC, a dynamic order param-
eter associated with the backbone motion is obtained as

Sb ¼ k Dres=Dstat; ð12Þ

where Dstat/k is a reference DCC associated here with a fully
stretched, rotating PDMS chain. With a reference value for the pro-
tons of PDMS of Dstat/(2pk) = 7.58 kHz obtained from spin dynamics
simulations of a suitable model [44], we obtain Sb � 0.86. This value
is yet to be corrected for the influence of couplings to the host. The
relative intensity of the intra-PDMS couplings is 0.68 (see Fig. 9a),
and since at short recoupling times, I / D2s2

DQ (series expansion of
the sin2 dependence in Eq. (4)), we can thus correct Sb simply by
multiplication with

ffiffiffiffiffiffiffiffiffiffi
0:68
p

, which leads to Sb � 0.71. This result is
in good agreement with the value of 0.72 obtained previously from
the (more localized) 13C–1H RDCC [24].

In closing this section, we note that for the given case of still
rather strong DCCs, there were still substantial (�30%) intensity
losses for recoupling times equal to odd multiples of sR. We attri-
bute these to effects of unwanted higher-order contributions to the
dipolar Hamiltonian. In the given case, where the MQ reference
signal contains the liquid-like impurity signal, proper accounting
for and subtracting of the latter was not possible using also the
odd increments.

4.3. Application to weakly coupled 1H systems

4.3.1. Application to homogeneous elastomers and comparison with
other pulse sequences

Much previous work of our group was concerned with the pre-
cision measurement of 1H RDCCs is elastomeric materials, for a re-
view see [25]. In elastomers, where the highly mobile polymer
chains are fixed at their ends at the chemical crosslink positions,
the correspondingly small dynamic chain order parameter Sb (see
Eq. (12)) is directly proportional to the density of crosslinks (i.e.,
it is inversely proportional to the number of monomers in the net-
work chains). Roughly speaking, Sb � 1/Ns, where Ns is the number
of segments of the network chain. Since typically, Ns � 100, Sb is on
the order of 1%. An exact measurement of the weak RDCC is thus
highly desirable, as it reflects valuable structural information. Up
to now, such studies were limited to simple single-component
elastomers with simple monomer units, i.e. those that carry all
protons close to the main chain [44]. In such cases, which fortu-
nately cover much of the commercially relevant rubbers, it is suf-
ficient to measure the integral proton signal without chemical
resolution under low-resolution (static, and possibly low-field)
conditions.

In fact, the static DQ experiment based on a pulse sequence of
Baum and Pines (see Fig. 1) as applied to mobile 1H systems is
exceptionally robust, yielding data that hardly depend on the
experimental conditions (B0 field strength and homogeneity, rf
performance, etc.). In contrast, the first applications of MAS recou-
pling sequences to such weakly coupled systems suffered severe
imperfection-related intensity losses at the required long recou-
pling times [45], precluding a quantitative direct analysis of nDQ
build-up data. Establishing a robust experiment applicable under
MAS conditions was thus highly desirable in view of a now vastly
enlarged application range. We thus highlight the application of
BaBa-xy16 to rubbery systems focussing first on a model elastomer
without substantial inhomogeneities (NR), and on a more complex
one where chemical shift selectivity is essential (PMA).

The 2D DQ shift correlation spectrum in Fig. 10 highlights the
advantages of high-resolution MAS spectroscopy of elastomeric
materials, as pioneered in Ref. [45]: All cross-peaks between the
different protons are resolved, and an analysis of their relative
intensities, taken from slices along the DQ dimension, can be a ba-
sis for a derivation of suitable models for the geometry of the fast
conformational dynamics [45]. Ensuing, more detailed work was
limited to the analysis of the combined aliphatic and olefinic reso-
nances that are resolved in static spectra [44]. A notable result
from our previous work was that the nDQ build-up curves taken
from 1D DQF spectra at the two distinguishable resonances are al-
most identical, which is an a priori unexpected finding noting that
the olefinic CH proton appears rather isolated. The reason is of
course to be sought in the geometry of fast local motions, that
for instance rather effectively average the intra-CH2 coupling due
to its specific internuclear orientation with respect to the symme-
try axis of motion.

Intensity data obtained using BaBa-xy16 are plotted in Fig. 11
and highlight the good long-time performance of the sequence.
In (a), all data points in 1sR increments are now shown. Again,
higher-order effects lead to intensity reductions on the order of
10% for recoupling times unequal to 4NsR, however, these oscilla-
tions are removed completely upon calculating the nDQ build-up
data. The resulting curve is exceptionally smooth and allows for
in-depth analyses based on heterogeneous models assuming RDCC
distributions [25,33,46]. Elastomers are expected to be heteroge-
neous by way of their preparation, where the vulcanization (or
cross-linking) agents may well be distributed inhomogeneously
upon processing, which means that the locally detected cross-link
density, as reflected in a specific RDCC, may vary in space.

The shape of the nDQ build-up curve in the given example de-
serves some comments. It exhibits a slight maximum before nicely
levelling out at the expected intensity plateau of 50%. While one
may be tempted to attribute it to the oscillations arising from
the powder average in the spin-pair limit (see Fig. 1), earlier static
spin counting experiments have proven that it rather arises from
multiple-quantum dynamics [33]. This means that around the
maximum of the actual 2-quantum build-up, the growing impor-
tance of 4-quantum coherences that contribute to the reference
intensity, lead to the observed decay. Further oscillations due to
higher quantum orders are invisible due to their low intensity. Re-
cent work of our group has shown that the observed shape of the
nDQ build-curve is in fact generic in that it does not depend on
the specific type of elastomer as long as the polymer consists of
‘‘simple’’ monomer units with all protons closely linked to the
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the ± sign. These data are compared to the results of a static MQ experiment and
pC7, the latter being a weighted average of all three resonances, taken at 8164 Hz
spinning and the correspondingly required rf power, as optimized on the sample.
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main chain. Such a multi-spin system without clear hierarchies in
next-neighbor couplings thus exhibits a homogeneous response
function.

Using chemically different yet very homogeneous model elasto-
mers with negligible RDCC distribution, it was possible to find an
analytical representation of the generic build-up function,

InDQ ðsDQ ;DresÞ ¼ 0:5ð1� exp �
�

0:378�DressDQ

�1:5
( )

� cosð0:583�DressDQ ÞÞ; ð13Þ

where the prefactor �stat = 1 for the static (Baum–Pines) MQ exper-
iment, and �Baba = 0.78 for BaBa-xy16 with its slightly reduced effi-
ciency. This function serves as basis for the analysis of the RDCC
distribution f(Dres), for which the integral sample response is given
by
gðsDQ Þ ¼
Z 1

0
K½Dres; sDQ 
f ðDresÞdDres: ð14Þ

Using Eq. (13) as Kernel function K[Dres, sDQ], the (ill-posed) prob-
lem of inverting the above integral equation can be solved numer-
ically, as discussed in detail in Ref. [46]. As an simple alternative,
one can assume f(Dres) to be a Gaussian distribution with average
RDCC Dav and width r. For such a simple model, fits with Eq. (14)
can be implemented numerically, with a finite-step integration
extending over about Dres = ±5r.

Turning back to the given NR rubber sample, we first note the
duty cycle (pulse length) dependence shown in Fig. 11b. It is seen
that the DQ efficiency is visibly compromised only beyond a duty
cycle of 25%. In Fig. 11c, the nDQ build-up curves for all 3 reso-
nances are plotted, and they are seen to be equal within the exper-
imental accuracy. This again validates the statements made on the
homogeneous spin dynamics in the monomer unit of NR. A com-
bined fit to Eqs. (13) and (14) yields an average RDCC of 250 Hz
and a distribution width of 69 Hz. The MAS data in Fig. 11c are
compared to those of a static experiment performed at low field
(20 MHz, Bruker minispec), which gives virtually the same results,
with the visible difference that the static MQ sequence has a higher
scaling factor, as discussed in the context of Fig. 1. This finding con-
stitutes the justification to use Eq. (13), which was developed for
the static case, also for BaBa-xy16.

We conclude this part by emphasizing that good-quality DQ
and RMQ curves, offering the required stability at long recoupling
times, are readily obtained with the static pulse sequence and with
BaBa-xy16, while good stability, in particular needed to record the
RMQ signal to long times suitable for tail fitting, was far from easy
to achieve with pC7, data for which are also included in Fig. 11c.
Here, we fitted again to Eqs. (13) and (14) using �Baba = 0.78. The
difference in the average RDCC thus simply reflects the lower scal-
ing factor of pC7. Notably however, the fact that the fitted apparent
distribution width r was zero indicates that the generic shape of
the pC7 build-up is slightly different from the static and BaBa
cases. In fact, the local maximum is a bit higher, possibly as a con-
sequence of the rather different orientation angle dependence of
its Hamiltonian. The difference is, however, rather minor.

In the pC7 case, it must be stressed that for acceptable results
the rf set-up had to be carefully optimized on the actual sample,
and we had to invest in the new Bruker HPLNA pre-amplifier to en-
sure good long-time high-power 1H rf performance. In contrast for
BaBa-xy16, sub-optimal tune-up conditions are tolerable, yet in
such a case, good-quality imperfection compensation is only
achieved every 4sR, reducing the number of usable build-up points.
In this regard, a well-tuned pC7 offers the possibility of very small
time increments (2/7sR), providing many more data points. Note
that for increments N2/7sR when N – 7, the base phase of the
pC7 reconversion must be rotated by the corresponding fraction
of 360� to achieve proper DQ reconversion since the excited DQ
coherence carries a corresponding phase shift.

4.3.2. Application to chemically complex and inhomogeneous
elastomers

We finally turn to a more complex case, focussing on elastomers
made from chains where the monomer unit has a stereo center
and/or longer side groups. In such cases, main- and side-chain pro-
tons can be partially dynamically decoupled, or different stereo se-
quences may exhibit different motional geometries, which means
that it is conceivable that the RDCCs detected at the different res-
onances can be different. The results shown for the PMA network
in Fig. 12 confirm this statement.

To the best of our knowledge, there is no published validated
assignment of the different 1H resonance positions of PMA; the
assignment shown in Fig. 12a is taken from refs. [47,48], and is
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probably based on comparisons with other (meth)acrylates. Most
notably, signals of seemingly equivalent CH2 protons appear mul-
tiply at different spectral positions reflecting their origin in meso
or racemic stereochemical monomer diads, where in the former,
the two protons are in fact inequivalent. This is a consequence of
the sensitivity of the chemical shift to different time-averaged
chain conformations, as also observed for many other polymers
[49]. PMA synthesized by radical polymerization is an atactic poly-
mer, where the averaged conformational states (and thus the iso-
tropic shift and the time-averaged RDCC) depend on the
stereochemistry of neighboring monomer units. The nDQ build-
up curves plotted in Fig. 12b detected at the resonance positions
for CH2,rac and CH appear even slightly bimodal, with a quicker ini-
tial rise and a delayed long-time build-up. This corroborates that
the stereochemistry of even longer monomer sequences, that are
not distinguished in the 1H resonances (but in the 13C resonances
[47]) is associated with a variability in the local dynamics and thus
in the local RDCCs. It is clear that an RDCC distribution analysis of
the integral spectral response would superficially imply a rather
inhomogeneous elastomer.

Obviously however, the build-up curve detected at the CH3 po-
sition, corresponding to the dynamically decoupled methoxy side
chain, is almost monomodal and can be fitted to a well-defined
average RDCC with a standard deviation of only 37% of the average.
Obviously, the geometry of the trajectory of the outer O–CH3 bond
(that ultimately determines the intra-CH3 RDCC) is less dependent
on the stereosequence. So the investigated sample is indeed rather
homogeneous, as it is in fact expected from its preparation from
well-defined star-shaped precursors. A systematic study of the
(in)homogeneity of such model networks, exhibiting local ‘‘spin
complexity’’ as a simple result of the monomer unit structure, is
thus only possible with suitable high-resolution MAS DQ
experiments.

As a final note concluding this section on elastomer applica-
tions, we stress that a deformation of the samples inside the spin-
ning rotor must be avoided as completely as possible. If the
samples are compressed (=stretched biaxially) as a result of cen-
trifugal forces, the network chains become oriented, which
increases not only the average RDCC, but also changes the orienta-
tion distribution of the RDCC tensor – the sample becomes par-
tially ordered on a macroscopic scale. This leads to build-up
curves with more pronounced maxima that cannot be fitted to
Eq. (9) or (13). Possible strategies to avoid these complications
are the use of perfectly cylindrical samples that fill the complete
rotor and do not have space to deform, or to stick to lower MAS
frequencies.
5. Conclusions

In summary, we have shown that BaBa-xy16 ranks among the
most efficient, broadband DQ recoupling pulse sequences avail-
able, being applicable to a wide range of nuclei and MAS frequen-
cies. Its advantages are its robustness with respect to rf setup
accuracy and overall power requirement, its comparably low duty
cycle (only one 360� nutation per rotor cycle), and its broadband
behavior in particular at the highest MAS frequencies available,
making it very user-friendly. Its limits are certainly the applicabil-
ity to CSA or offset frequencies reaching or even exceeding the
available MAS frequency, as often found in 19F NMR, and the fact
that in systems with large offsets/CSAs or dipole–dipole couplings,
good imperfection compensation is only achieved for DQ build-up
times of N � 4 rotor periods. Very reliable build-up data using
single rotor-period increments can however be obtained in soft-
matter systems. We have demonstrated for elastomers that DQ-
build curves can be measured that can be quantitatively analyzed
not only in terms of an average coupling constant, but also in terms
of coupling distributions, as found in dynamically heterogeneous
systems such as chemically or spatially inhomogeneous rubbers.

While weak dipole–dipole couplings are best extracted from
normalized DQ build-up curves, we stress that strong couplings,
for which only a few data points in the meaningful initial DQ
build-up region may be available, are better determined by spin-
ning sideband analysis. This means that an optional t1 DQ evolu-
tion time is inserted between DQ excitation and reconversion of
fixed length. Incrementing t1 in steps of a small fraction of the rotor
period leads to a spinning sideband pattern in the indirect (DQ)
spectral dimension of the resulting 2D DQ–SQ correlation spec-
trum that directly reflects the coupling constant [50,51]. The basic
principles and numerous applications of this concept have been
published by Schnell and Spiess [18] and Brown and Spiess [19],
and along with the improved protocol published here, we expect
many more fruitful applications of BaBa-xy16.

We finally note that c-encoded DQ recoupling sequences such
as pC7 [7] do not offer the potential for sideband analysis [5,52],
and remind also that the frequently emphasized, potentially better
DQ efficiency of such sequences due to the different orientation
dependence is often not realized in actual experiments, in particu-
lar in systems with multiple coupled spins, whose DQ build-up
behavior is dominated by spin dynamics involving higher-order
coherences. Here, we have demonstrated that in multi-spin sys-
tems, the DQ build-up follows a rather generic second-moment-
type behavior, whose functional form is virtually identical for the
static case and MAS with BaBa-xy16, and still rather similar for
pC7.
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Appendix A. Supplementary material

Pulse sequences (Bruker Avance III) for build-up analysis and
2D DQ-SQ correlation spectra used in this article can be found in
the online version, at doi:10.1016/j.jmr.2011.07.001.
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